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Optical detection of chemical warfare agents and toxic industrial
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We present an analysis of optical techniques for the detection of chemical warfare agents and toxic
industrial chemicals in real-world conditions. We analyze the problem of detecting a target species
in the presence of a multitude of interferences that are often stochastic and we provide a broadly
applicable technique for evaluating the sensitivity, probability of false positi#=P, and
probability of false negativesPFN) for a sensor through the illustrative example of a laser
photoacoustic spectrometé-PAS). This methodology include$l) a model of real-world air
composition, (2) an analytical model of an actual field-deployed L-PAS) stochasticity in
instrument response and air compositief),repeated detection calculations to obtain statistics and
receiver operating characteristic curves, édidanalyzing these statistics to determine the sensor’s
sensitivity, PFP, and PFN. This methodology was used to analyze variations in sensor design and
ambient conditions, and can be utilized as a framework for comparing different sensag50
American Institute of PhysicfDOI: 10.1063/1.1900931

I. INTRODUCTION actual trace gas sensor, yields theoretical receiver operational

The terrorist events of September 11, 2001, subsequelgf{1 gr.acteristic(.R.OC) curves, which include q.uantitgtive sen-
anthrax mailings, and the earlier 1995 Tokyo subway sarir?'t'_v'ty’ selectlwt_y, _PFP' and PFN as a function of instrument .
attack by the Aum Shinrikyo cult has heightened worldwide"©iS€ characteristics, spectrometer spectral coverage, and air
awareness of the catastrophic social impact of potentia?ompo,s't',o,r" Thus, this paper provides a universal roa‘?' map
large-scale attacks using chemical warfare agé@As), for opt|m|2|ng the performance of trace gas sensors in the
and has exposed the critical need for the reliable, unambig2résence of interferences and for performing useful inter-
ous, and early detection of trace CWAs and toxic industriafomparisons of different techniques. .
chemicalSTICs) in the air. Despite the fact that all countries e use L-PAS to illustrate the analytical methodology
worldwide are signatories to the Chemical Weaponst(l) 3|mulat|r_19 rgal-world air that repre_sents a Compl!cated
Conventiort which bans the use of CWAs, the U.S. defenseMiX of potential interferences(2) creating an analytical
establishments have considered their use possible and th{i°del of the L-PAS sensof3) incorporating stochasticity to
have developed battlefield sensors for the ambient detectidh® model by adding random noise proportional the instru-
of CWAs to protect troops. However, CWA sensors suitabldNent’s precision and varying interference concentrati¢fs,
for civilian use in places such as airports, railroad stationsSimulating the operation of the sensor model by performing
large public and private office buildings, theaters, sports arelepeated sample calculations to yield useful statistics and
nas, etc., have received much less attention. Such civiliaROC curves, and thefb) analyzing these statistics to deter-
sensors may be required to meet different performance criténine the sensor’s replicate precisi¢gensitivity, PFP(se-
ria than those deployed in battlefields. For example, in publidectivity), and probability of false negativé®FN) (reliabil-
settings there is a need for the early detection of CWAs sdy)-
that parts of buildings can be rapidly isolated or evacuated, A brief background on photoacoustic IR spectroscopy is

while a low probability of false positivedFP is a necessity included in Sec. Il. Section Il describes the simulation
to avoid the adverse economic impact caused by false alarnigodel developed to evaluate the sensor performance, com-
leading to unnecessary evacuations. prising a model of realistically contaminated air, a model of

This paper presents an analysis of the capability of optiactual sensor performance, and quantitative spectral libraries.
cal techniques, using laser photoacoustic spectros¢bpy Section IV presents the results of a L-PAS sensor perfor-
PAS) as an example, for the detection of CWAs and TICs bymance simulation for CWA detection. Section V extends the
explicitly incorporating the stochastic nature of sensor noisenalysis to predict performance of notional sensors with dif-
characteristics and interferences in a real-world situationferent operational characteristics and different levels of air
This analysis, based on a model developed to simulate acontamination, thus, providing “scaling laws” for optical

sensors and permitting sensor performance evaluations in ex-
dauthor to whom correspondence should be addressed; electronic maifféme situations. Section VI summarizes the results and pro-
patel@pranalytica.com vides conclusions.
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FIG. 1. (Colon Infrared-absorption spectra for CWAs, mustards, and TNT.

Il. OPTICAL DETECTION OF TRACE GASES

IR-absorption spectroscopy is a powerful tool for trace
gas detection because a vast majority of polyatomic mol-
ecules including CWAs, TICs, and explosives absorb light in

the wavelength region from 3 to 34n. Figure 1 showfsthe

IR spectra of nerve gases, mustards, and TNT, illustrating

that the most prominent features for many species of interest
P Y SP 2) Specificity Specificity, i.e., the ability to distinguish be-

lie between 3 and 11.5m, and Table | lists some of the

pertinent species that can be detected in different wavelength

regions.

A. Sensor requirements

When evaluating an optical detection technology, the(3)

following performance characteristics are important:

TABLE |. CWAs, TICs, and explosives that can be detected in specific

spectral regions.

9-11.5um
CWAs Lewisite, nitrogen mustarH-N3), sulfur mustardHD),
4-dithiane, diisopropyl methylphosphondiIMP),
dimethyl methylphosphonat®MMP), isoamyl alcohol,
methylphosphonic difluoridéDIFLUOR), cyclosarin
(GP), sarin(GB), soman(GD), tabun(GA), VX, triethyl
phosphaté TEP), 2-diisopropylaminoethandDIPAE)
TICs Ammonia, arsine, boron trichloride, ethylene oxide, nitric
acid
4-9um
CWAs Mustard(H-N3), sulfur mustardHD), 4-dithiane
TICs Boron trifluoride, carbon disulfide, diborane,
formaldehyde, hydrogen cyanide, hydrogen sulfide, nitric
acid, phosgene, sulfur dioxide, tungsten hexafluoride
Explosives  TNT, PETN
2.5-4pm
TICs HBr, HCI, HF

(1) Sensitivity Detection sensitivity is a key indicator of

overall sensor performance and relates to the minimum
gas concentrations that are reliably detected. A good sen-
sitivity enables detecting CWAs or TICs before the con-
centration rises to dangerous levels, monitoring at low
levels for long-term exposure problems, and determining
when an attack site is safe to reenter.

tween different CWAs, is important to first responders in
order to provide appropriate treatments subsequent to
the exposure. Specificity yields information not only
abouthow muchof a toxic gas is present but algdich

gas is present.

Probability of false positives (PFPYhis number repre-
sents the fraction of measurements that falsely indicate
that a toxic gas is present when in reality it is not. Such
false alarms often arise from interfering gases that might
also be present in the indoor or outdoor environments
and typically represent the most significant operational
difficulty for field-deployed sensors. A very low PFP is
desirable since false alarms cause substantial and expen-
sive disruption in the normal routine of those at the mea-
surement site.

Probability of false negatives (PFNJhis number re-
flects the fraction of measurements that falsely indicate
that a toxic gas isiot present even though it is present at
or above the set threshold level. Alow PFN is desired in
order to prevent unknown exposure to toxic air.
Response timeNear real-time functionality(response
time <60 9 is necessary to provide warnings that are
useful for protecting people by isolating locations under
attack and evacuating attack sites.

Recovery timeThis parameter reflects the time that a
sensor requires to recover from a high reading, whether
after an exposure to CWAs and/or TICs or a false read-
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ing prompted by the presence of an interfering gas. s

Designing a sensor to simultaneously satisfy these stan<
dards requires quantitative understanding of the sensor’s op E 2.01 A
erational characteristics as well as the nature of interference g
expected in a realistic environment and their impact on the g
sensor’s operational characteristics.

— VX \
- - - Butyl Acetate
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B. Required instrument sensitivity

The required sensitivity for CWA detection can be deter-
mined by the toxicity levels of particular agents, most of
which have been reasonably well documerit@the concen- J
trations and related health effects for safi®B), a typical 9.0 9.5 10.0 10.5 11.0
nerve CWA, are summarized in Tgble I _ Wavelength [um]

For a 30-min exposure to sarin, the lethal concentration
is approximately 575 ppljparts per 1@, or 3.3 mg/n*?[, FIG. 2. IR-absorption spectra of VX and a potentially interfering species,
while the first noticeable health effetmiosis®) occurs at  Pubyl acetate.
33.3ug/m? (5.8 pph. For the general population, the sug-
gested limit would be 27 ng/#{4.7 ppt(parts per 1&)]for  the detection of smaller molecules in relatively clean
an 8-h exposure. Thus, to protect the population from harnsamples, where the target gas spectra are sharp and the po-
in the event of a sarin attack, reasonable design targets fdential interferences are minimal. However, because CWAs
CWA sensors includél) a sensitivity of approximately 1 and a majority of interferents that are encountered in realistic
ppb (well below the harm threshold for a 30-min expogure air samples are relatively large polyatomic molecules, their
and(2) a measurement time shorter than 1-min to allow readR spectra are characterized by broad absorption features as
sonable time for isolation or evacuation. The thresholds foseen from Fig. 2 that shows the infrared-absorption spectrum
harm from the other CWAs are similar. of VX and an interferent, butyl acetate. The spectra are sev-

The CWAs have absorption strengths of(3-6) eral hundred nanometers wide, which is typical of CWAs and
X 1073 (ppm m™ (Fig. 1). For illustration, we use VX as a interferents, and overlap significantly between 9.5 and 9.9
typical CWA, having a peak absorption of 2 pm. Since the targets and interferents absorb the probe light
X 1072 (ppm m~t at 9.6um. Consequently, the infrared ab- at many of the same wavelengths, selective spectroscopic
sorption at 9.6um from 1 ppb of VX would be 2 detection of the target requires the acquisition of the spec-
X 1078 cm L. Thus, detecting CWASs at ppb to sub-ppb levelstrum over a broad wavelength range followed by quantitative
using optical-absorption techniques requires an absorptioflecomposition into the contributing spectral signatures of the

Absorbance [pp

measurement capability as low as4@m™. targets and interferences. Thus optical-absorption sensors
that operate over a narrow wavelength range would not be
C. Selectivity in the presence of interferences able to adequately distinguish these two species.

Thouah e K tor f A sensor’s selectivity is typically explained quantita-
oug senS|t_|v_|ty IS a key parameter for a tra_ce_ gastively through the PFRor false alarm rate For a sensor that
detection sensor, it is the selectivitthe ability to discrimi- o< 1_min measurement time, a reasonable design target is

nate the target from interferences to avoid false alartmest to achieve a PFP less thanka0°6, which corresponds to a

becomes the limiting performance factor when the SeNsOr,ise alarm rate of 1 per year
are used in real-world settings. In these environments, the '
ambient air is often heavily contaminated with potential in-

terferences. D. Photoacoustic spectroscopy

.T raditionally, qptlcal absorption spectrpscopy SENSOIS — Ag described, sensors need to detect optical absorptions
avoid the effect of interferences by measuring absorption ei- 1 .
. as small as 16 cmi . There are a number of optical tech-
ther at a single wavelength or over a narrow wavelength . . :
. 2" niques that permit measurements of such small optical ab-
region where the target gas absorbs, but the other gases inthe . .
orptions, the most common of which are long path absorp-

sample do not absorb. This approach has been successful for . L
tion measurementse.g., multipass cells and cavity ring-

down spectroscopy and calorimetric techniquege.g.,

TABLE Il. Summary of allowable sarin dos@ef. 3 for different health photoacousti&. In this paper, we do not compare the rela-

effects. tive merits of various techniques, but we use the example of
Health effect Dose Remarks L-PAS because reliable instruments based on this technique
_ : are commercially available for ppb and sub-ppb detection of
Lethal (50%9) 100 mg min/nt Resting a variety of relevant trace gases and because it meets the
In.ca‘?ac'ta“or(sow 75 mg m_m/rﬁ Resting sensitivity requirements as explained in Sec. & L-PAS
Miosis 1 mg min/ni . & wi - .
Occupational limit 48ug min/m? 8 h/day, 40 h/week, 40 yr IS_ often USQI with hlgh power CQ Ias_ers that pr_owdél)
General population 12.96g min/n? wide tunability necessary for measuring CWAs in the pres-

ence of interferenceg?) high resolution for distinguishing
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sharp spectral features, af®) an excellent spectral overlap rials
with the wavelength region where most CWAs and many
TICs absorb. Though L-PAS is used for illustrative purposes,  optical absorption from the gases present in the photoa-
the analysis presented here is independent of the specific coustic cell. Finally the window absorption signals,
absorption measurement technique, as discussed in the con- small as they are, are relatively independent of the laser
cluding section of this paper. wavelength. Thus, the measurement of the gaseous

L-PAS involves absorption of the modulated laser radia-  sample at multiple laser wavelengths permits an almost
tion followed by deactivation of the excited molecule via complete elimination of the window noise problem.
collisions, which convert the absorbed energy into periodiq4) The photoacoustic cell is operated at a constant tempera-
local heating at the modulation frequency, and generate ture of 42 °C and a pressure of near 760 Torr to mini-
acoustic waves that can be monitored using low-noise mize problems that may arise from changing the tem-
microphones:*® perature or pressure.

The photoacoustic signain volts is’ (5) When detecting photoacoustic signal, the deployed sen-

result in negligible photoacoustic signal
contribution from windows to the signal arising from

S=§,PCa, (1)

where the microphone sensitivi§, is in units of V/Pa, the
power P is in watts, the absorption coefficieatis in cn?,
and the cell factolC has units of PacitW. The photoa-
coustic signal is linearly proportional to the incident laser

sor measures both the in-phase and out-of-phase compo-
nents of the signal at all wavelengths. Thus, the sensor

keeps track of both the amplitude and the phase of the

photoacoustic signal.

The model derived from an actual field-deployed sensor

power and absorption coefficient at the laser wavelength(Sec. Ill B) was then used repeatedly to simulate CWA de-
Thus, photoacoustic detection of trace-gases-derives sendgction in the presence of interferences to yield statistics that
tivity benefit from the use of as much laser power as is apcould be used to estimate the L-PAS sensor’s sensitivity,
propriate. To first order, L-PAS is a zero base line techniqud’FN, and PFP. The model incorporates the stochastic nature
(i.e., if the gases that are present do not absorb the light, the?f sensor instrumentation by adding appropriate noise to the
the transducer yields no signand is typically linear over simulated L-PAS spectrum, while the stochastic nature of the
five orders of magnitude, and thus shows magnificent dyinterference composition is accounted for by varying the cal-
namic rangé’ culated contamination in different air samples. The model
presented below simulates sensor performance as a function
I1l. SIMULATION OF L-PAS CWA SENSOR: of three parameters:

SENSITIVITY, PFP, AND PFN EVALUATION (8 spectral range available from the laser,

A model of a tunable CQL-PAS sensor was created (b) the stochastic noise characteristics of an actual L-PAS
using (1) characteristics of an actual field-deployed unit and sensor, including floor noise, precision, and integration
the spectral information of relevant CWAs and TICs, &2d time, and
potential interferents that might be present. (c) list of targets and probable interferences with their ex-

pected concentrations and their quantitative spectra

A. The field-deployed sensor (i.e., the spectral librarigs

The field-deployed sensor’s photoacoustic cell and de-
tection have the following characteristics:

. . . B. M I: Th
(1) The optical window materials are chosen to have very ode € sensor

low optical-absorption loss in the wavelength regions of  The sensor model is derived from actual performance
interest. characteristics of a practical field instrument that measures
(2) The photoacoustic cell is operated in a longitudinal resoambient ammonia in the presence of interferences using a
nant mode at-2 kHz, and the laser radiation is ampli- line tunable CQ L-PAS sensor. This sensdtuses a13CO2
tude modulated at the resonant frequency. laser with 5 W of average output power operating on its
(3) The optical windows are attached to the photoacoustidOR(18) transition near 10.784m to interrogate ammonia’s
cell through a transition region of much larger diameterstrongQQ6(6)61 transition. Interferences from GOH,O con-
and much shorter length than the photoacoustic celltinuum, and window absorptions are subtracted by switching
Thus the resonant frequency of the window attachmento neighboring laser lines, yielding a replicate preci§ioh
chamber is much different from the modulation fre- 32 ppt. This detectivity corresponds to a minimum detectable
quency and is nonresonant. Thus the acoustical signdtactional absorbance of 8:810°°, and a minimum detect-
created by the residual optical absorption in the opticakble absorption coefficient of 9:61071° cm?, thereby sat-
window is not resonantly amplified. There is, further- isfying the sensitivity requirementsee Sec. Il B The line-
more, a substantial acoustical impedance mismatch beswitching algorithm can be extended over many laser lines
tween the window attachment sections and the photoaand combined with linear pattern recogniﬁbrto detect
coustic cell. The nonresonant nature of the windowmany species in the presence of a vast majority of interfer-
attachment sections, the large impedance mismatch bences encountered in contaminated outdoor or indoor air.
tween the window attachment chambers and the photod&rom the measurements with clean®aire derive the sto-
coustic cell, and the use of ultralow loss window mate-chastic instrument noise to be 0.2% of the signal amplitude.
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TABLE Ill. *CO, L-PAS sensor interference list.

Concentration Concentration Concentration

Species (ppb) Species (ppb) Species (ppb)

H,0 40 000 000 Formaldehyde 400 Apinene 60

Ethylene glycol 491 Ozone 15 Acrolein 11

Toluene 2382 TCTFE 3 2butanone 42

COo, 550 000 pDCB 13 Freon12 370

Ethanol 146 Butanol 21 Isobutanol 2

Ammonia 22 2butoxyethanol 15 T™MB 17

Isopropanol 212 2ethylhexanol 8 dlimonene 23

Methanol 16 Benzene 34 1,3-butadiene 5

p-xylene 649 Trichloroethane 148 oDCB 2

Acetic acid 92 Styrene 14 MTBE 13

m-xylene 649 Naphthalene 71 Butane 33

Ethyl benzene 252 Ethylene 10 Freonll 28

Ethyl acetate 16 Chloroethane 20 o-xylene 16

Texanol 25 Acrylonitrile 11 EEACET 2

Butyl acetate 14 Propylene 10 Chloroform 38
C. Model: Air composition and spectral library the expected spike value. The list includes more than 300
compilation species and represents, possibly, the most complete compila-

Because interferences play an important role in deterion Of published data on the topic and, thus, is the best
mining the sensor performance in the field, we simulate re_practlc_al.sta.rtmg point for evgluatmg a sensor’s performance
alistic measurement conditions by developing a model of" rgahs’uc air.(The complete list (_)f documented compound;,_
heavily contaminated air that contains a number of trace Cont_hew_largest reported concentrations, and references to origi-
stituents of anthropogenic and biogenic origin. For exampleN@l literature sources are not reported here, but may be ob-
outdoor air, even in unpolluted areas, contains,Chigher ~ t@ined from the authorsWe have also assembled a digital
alkanes, NQ SQ, NH,, O3, CO, and CQ. Urban polluted ~guantitative, high-resolutiori0.25 cm?) library of absorp-
air contains fuel vapors, numerous VOCs resulting from in-tion spectra of each of these potential interferences by using
complete combustion in car engines and smoke stack emi@ublished databaseand commercially available databases.
sions, as well as an array of intermediates resulting from  This list of some three hundred species is impractically
their atmospheric degradation. Rural air may be contamil@’ge and is truncated for the present analysis by removing a
nated by emissions from agricultural operations leading t¢hemical from further consideration if

significant concentrations of ammonia and sulfur-containinql) it has been reported in indoor air in negligible quantities
compounds. The sources of the indoor air contamination are  g\,ch that its optical absorption is less than the equivalent
even more diverse and include cleaning agents, products of 45 1 ppb of sarin(1 ppb of sarin is used as a cutoff since
out gassing of common construction materials, paints, sol-  this number is well below the harm threshold of 5.8 ppb
vents, perfumes, food, and tobacco smoke. for a 30-min exposure as seen in Seg, dnd

Since there is no single reference source that comprehef) f the species does not absorb light appreciably at any

exhaustive list of documented pollutants. Where both mean  anq therefore would not interfere with a target gas even

and instantaneouspike concentration levels are reported in if present in substantial quantities.

the literature, the higher spike values are chosen to be repre-

sentative of the highest possible contamination and to serve Table Il lists 45 species that meet the criteria and are
as a stricter test. For most chemicals, however, only averaggart of the interference library.

values over multihour measurement periods are available. To Figure 3, showing the absorption spectra of eight target
estimate the highest possible spike values, resulting fromerve agents and surrogates at wavelengths accessible with
spills, we use the results of an analytical motfelyhich 12CO2 and 13CO2 lasers, indicates that the absorption spec-
considers a vapor diffusion process from a point source in &um of DIMP (a relatively harmless surrogate for nerve
reasonably ventilated indoor area. According to this modelagent$ has excellent overlap with the available laser transi-
the highest concentration reached in the viciriitym away  tions from a'3CQ, laser. Consequently, the modeling was
of the spill is four times the steady-state value establishegerformed for a'*CO, L-PAS sensor for DIMP detection.
after the evaporation rate becomes equal to the rate of réhe libraries of spectra were converted into the spectra spe-
moval of the vapor via ventilation. Therefore, in the casescific to a13CO2 L-PAS by evaluating the absorption coeffi-
where only mean concentrations were reported, we multicients at the 87 discretléfCO2 laser wavelengths in the 9.6—
plied the highest reported value by a factor of 4 to achievell.5um range. The spectral signatures of the 45 interferents
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were then used to evaluate matrix elements involved in the # species
least-squares fi{LSF) spectral decomposition to be de- Q) measured > Xioi,)\j+Noise\j. (4)
scribed in Sec. Il D. i=1

The L-PAS spectrum of a multicomponent mixture is a
linear combination of the known spectra of individual con-
stituents, with the coefficients being the mole fractions of
o ) ) individual components(; plus a stochastic term due to in-

In realistic air both targets and interferents contribute t0si,,mental noise of the sensor. During measurements, the
;he measu_rgd L'::’AS spl)(_actrum. The mathematical pbroblelm Yensor acquires a L-PAS spectrum of a sample. The unknown

e_corr:Eosngtl):nto r? mu tlcamponén)t spﬁcg:gn mayt € Sofvegnole fractions for each species are subsequently determined
using the Lok technique. Lsing q‘ ats SPECHUM OF i the linear least-squares fit, i.e., from the requirement that
the air containing multiple contaminants can be simulated. the sum of the squares of the differences between measured

In the gas mixture the absorption coefficient at each . . - .
wavelengtr?)\- is given by P eﬂi and simulated absorption coefficier(so-called merit func-

) tion x?) over all wavelenghts is minimum,

D. The simulation model: Spectral decomposition
algorithm

# species

Absorption coefficied;\j:ahf > @),
i=1

# species # lines # species 2
2_ o
= Z X0, (2) X = E A\ measured” 2 Xioi\. | =min. (5)
IO—IJ\j' j j < J
i=1

whereo; ), is the absorbance for specieat wavelenght;,
andX; is the mole fraction of the speciésAccording to Eq.  Using vector-matrix notation, Eq4) may be represented as
(2), if S,\j is the measured photoacoustic signal @deis the

measured laser power at a given wavelenth, the L-PAS spec-
trum (the set of values of absorption coefficients versus oy

Spectral coefficients Mole fractions Noise Measured absorbance

. . 1 0-)‘|,2 O-M»M Xl ny 23]
wavelength\;) may be obtained using E(),
5 Ol On2 0 Oom ] X, Aml_ @
~ L @ ; : : . . 5
A\ measured™
i S.P,.C X
‘ Ongl Ong2 "' OnyM M Ny Ay ®)
Combining Egs(2) and(3) and noting that in any real sensor
a measured absorption coefficieqtj measurediN€Vvitably con- Equation (7) gives the LSF values of individual mole
tains instrumentation noise yield fractionsX; which are the solutions of Ed5),
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Mole fractions
—_——

ditioning and data acquisition electronics. Floor noise and
1 the precision values were determined from a field-deployed

X (Il‘fl C?(Il ‘fN(fl L-PAS sensor, and yielded a precision of approximajgly
X, | | o0y 020, ONO» =0.002 with roughly Gaussian stochastic properties and no
N N : : obvious systematic components. At this level, the precision
Xy G183y 6,0, Gy n_oise exceeds the floor noise by almost three orders of mag-
Spectral coefficients et s nitude and the latter can thus be d|sregar(?Ied. _
—_— Thus, an absorption spectrum of an air sample contain-
Ox1 Oy Oyl a ing a particular r_nixtur(_a of trace gas@soth targets and_ in-
= > - terferencesacquired with CQ L-PAS sensor may be simu-
x| M2 M2 M2 @ lated using Eq(4) with the noise term governed by limited
sensor precision,
O\M Onym Oy M ay # species
. @ = 2 Xoy (1+pBgauss, (10)
The LSF algorithm for an ideal sens@with zero noﬁs& i=1

yields the concentration of the target species even in th@here g is the sensor precision, and gauss is the function
presence of multiple interferences(1) a quantitative L-PAS  generating Gaussian-distributed random numbers with a
spectral library for all expected targets and interferences exnean value of 0 and varianéene standard deviatiprof 1.

ists, (2) the number of wavelengths used for the measurerf there is no instrumental nois@=0, i.e., no stochasticity,
ment is greater than the number of absorbing speciesi3nd the pest-fit valueX . i practically coincide with the values
the individual spectra are linearly independent. A stochastig X; used to simulate air in Eq10). As the stochastic in-
sured absorption coefficients and consequently in the best-ifhich differ from the value¥; from Eq.(10). The statistical

values ofX;, obtained from Eq(7). Sensor model simula- jstribution of this difference allows one to quantitatively
tions based on Eq$4)—(7), described belOW, reveal quan“- measure the sensor performance.

tative limitation imposed by stochastic noise on the perfor-

man f practical sensors.
ance of practical sensors IV. RESULTS OF THE SIMULATION MODEL:

. . DETECTION OF CWA
E. Sensor stochastic noise

Simulations can now be performed using the analytical
model to predict the PFN, PFP, and sensitivity for the sensor.
Tﬁe steps leading to the generation of ROC curves are the

owing:

To quantitatively analyze the performance of L-PAS for
CWA detection(sensitivity, specificity, PFN, and PFFone
needs to understand the sources and evaluate the magnit
of noise in the detection scheme of the actual L-PAS-base
instrumentation. L-PAS sensor has two critical transducers ¢ generate a synthetic photoacoustic spectrum of the

that introduce noise: a microphone measuring the photoa-
coustic signalS, and a power meter measuring the laser
powerPAj. Outpdts from these two sensors are used to obtain
the absorbance values_ using Eq.(2). For constant ambi-
ent conditions of the samplgemperature, pressyrén the
photoacoustic cell, the uncertainty in the measured absorp-
tion coefficient arises from the sensor noise.

The sensor noise is a sum of noise independent of signal
amplitude(the floor nois¢ and noise proportional to the total
measured PAS signal amplitude scaled by the instrument pre-
cision 3,

2 L2
Noise =y Nfjoor + npr(—:‘cision (8)
nprecision: SAJIB (9)

The fundamental noise floor on photoacoustic detectior})\
arises from the Brownian noise created by the gas molecules
in the photoacoustic sensor and is given by an equivalent
absorbed optical power of about tOW Hz 2 at room

“contaminated air” by adding up the absorption spectra
of all interferents at their highest concentrations and
imposing a stochastic noise according to Ed));
determine the best-fit mole fraction of a particular target
specieS DIMP) Xpvp-pest it BY the LSF analysis of the
synthetic spectrum using E¢) (with all involved ma-

trix elements evaluated using the absorbance values
i, from spectral library;, and

repeat the simulation for a large number of times
(~10°), each time generating a different spectrum due
to the stochastic nature of the gauss function. The re-
sulting distribution of the best-fit concentration values
Xpivp-best fit Yields instrument sensitivity, PFP, and PFN
versus detection threshold and challenge, respectively.

. Sensitivity

The simulation was first performed for the case of 10-

ppbv (parts per 1®by volume DIMP challenge in clean, dry

temperaturé':9 For actual instruments, the lowest possibleair yielding a histogram of results with a deduced average
floor noise value is determined by the specifications of thaneasurement of 10.00 ppbv and a standard deviation of 20
transducers, i.e., the power meter and the microphone. Thept. These results agree well with the field sensor tests for
instrument precision is, in turn, determined by the quality,ammonia, which has a similar peak absorption coefficient as
i.e., linearity, digitization resolution, etc., of the signal con- DIMP. The simulation for the 10-ppbv DIMP was repeated
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| | |

Histogram for 50,000 successive simulations ® .

250 -for detection of 10 ppb DIMP using 87 laser liness
..

IAir heavily contaminated with 46 species, b

oo

TVOC = 23.7 mg/m”, 4% H,0, 550 ppm CO, *5 *
2] 200+ * Xavgpmp=10.00 +/-0.84 ppb e =
uc) Clean, dry air
£ * X,,oup= 10.00 +/- 0.02 ppb
5 .
» 150+ T . . .
o FIG. 4. Histogram of simulations of 10-ppbv DIMP
= detection in contaminated air overlaid with the histo-
2 . gram from simulated measurements of 10-ppbv DIMP
é 100+ # r in clean, dry air.
= |
z

50 | s | e L

7 8 9 10 11 12 13
Concentration [ppb]

with interferences from a worst-case air mod&ble Il1), distribution by evaluating how often the sensor mistakenly
including high humidity(4% H,0O), 550-ppm CQ, and high  vyields a reading above a predetermined threshold. The simu-
VOC density of 23.7 mg/f which is nearly two orders of |ations with the “worst-case” contaminated air and no DIMP
magnitude greater contamination than that in nominal condiyielded a histograniFig. 5 centered at 0.01 ppbv, with a
tions. For this simulation, the average deduced value is 10.09andard deviation of 850 ppt\/, which defines the instru-
ppbv with a standard deviation of 840 piiparts per 18 by  ment's sensitivity. The PFP at a particular alarm threshold is
volumg, illustrating the impact of the mterfe_rlng Species. determined from the histogram as the number of readings
The histograms of the results for the two simulations are,,, e the threshold normalized by the total number of simu-

overlaid in Fig. 4. The impact of the interferences on thelations. For example, for a threshold of 1.5 ppbv, the PFP is
measurement precision is due to the increased absorption cg- ' ’

- . . e ratio of the integrated area under the curve above 1.5
efficients measured by the sensor leading to an increase In

their absolute uncertainty due to limited instrumental preci-ppbv (shown ash; on the plot and the total integrated area

sion [Eq. (10)], which leads to an increased uncertainty in(;g((;wnfars] the s(;;_m oy §It|ndA2 on ths plﬁl’ |nhd||c§t|n%thhat b
the results of the spectral decomposition algorithm. /% of the readings will surpass the threshold and thereby
falsely set off an alarm. Similarly, for an alarm threshold of

4.15 ppb, only 1 in every fosensor readings will falsely

trigger the alarm when no DIMP is present. And, of course,
To determine the sensitivity and detection threshold verfor an alarm threshold of O ppb, all measurements will set off

sus PFP(ROC curve, the simulations must be performed the alarm, yielding a PFP of 100%.

with the interferences present but the target gas absent. The To obtain the ROC curve, i.e., the PFP as a function of

standard deviation of this distribution is the sensitivity. Thedifferent thresholds, the process is repeated for different

PFP (for a given thresholdis determined from the same alarm levels. The result, plotted in Fig. 6, indicates that as

B. Probability of false positives

PFP(g ppo=100%
500 7S Detection of 0 ppb DIMP in contaminated air: |
Calculating the PFP at an alarm threshold of 1.5 ppb:
PFP, =A,/(A+A,)=0.077

200 (1.5 ppb) H(AFAY) |
2
=
[}
£
o
?
o 2004 FIG. 5. Simulated sensor response to 0-ppb DIMP in
?_ contaminated air. The PFP for an alarm threshold of 1.5
g ppb is the are#; divided by the sum of area&, and
e}
£ 200 A,
=3
=

100+{

[PFP 15 ppoj=1:166
0+ - T T T = S
0 1 2 3 4

Sensor Reading [ppb]
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0.01 -, or . ‘ : :
Benchmark Conditions: O Detestion of DIMP in air
»|Detection with 87 laser lines Contamination: 45 species
= |Air contaminated with 45 species: TVOC = 23.7 mg/m®, 4% H,0, 550 ppm CO,
% 4: TVOC = 23.7 mglma, 4% HZO’ 550 ppm 002 = 11{87 laser lines, 0.2% precision - 4
'-E' gflnstrument precision = 0.2% g
e 0.1- @ Histogram results r T S~
0N —— Gaussian Fit to Histogram % 2
z B = /
<
= -
c 4 53
o 6 g -
k3] 8 2 /
2 1 a
o 41 [ OO IR |
s} 2 / E = = =
M 1.0 0.8 0.6 0.4 0.2 0.0
4 — Probability of False Negatives (PFN) with challenge of 2 ppb DIMP
B T T T
T T T 4 T T T T T

5 4 3 2 4 0 10 10° 10" 10° 102 10" 10°
10 10 10 10 10 Probability of False Positives

Probability of False Positives

10

FIG. 6. Plot of PFP vs detection threshold for detecting DIMP from simu- F/G- 8. (Colon Plot of PFP and PFN vs detection threshold for detecting
lated measurements of heavily contaminated air with TVOC=23.7 rig/m DIMP from simulated measurements of heavily contaminated air with
4% H,0, and 550-ppm CQ(a total of 45 interferenisand using 87 laser ~1VOC=23.7 mg/m, 4% H,0, and 550-ppm C@la total of 45 interferenjs
lines from a3CO, laser. A PFP of k107 is achieved for a detection and using 87 laser lines from'aCO, laser.

threshold of 4.15 ppb.

the threshold level increases the PFP decreases rapidly, aﬁ]lc?ly such as the one in Fig. 8 represents an important tool

for the 4-ppb threshold the PFP reaches the value 107 at allows users to specify alarm settings based on the pri-
' orities of their applications.

C. Probability of false negatives

To evaluate the sensor PFN the instrument performance
must be modeled when challenging the system with DIMP at
a level exceeding the alarm threshold and determining th&. IMPROVEMENTS IN SENSITIVITY FOR DETECTION
normalized portion of the histogratareaA, divided by area OF CWA
A;+A,) below an alarm thresholthreaA; divided by area
A;+A,). Figure 7 illustrates PFN calculation for the “worst- The simulation model provides the tools for exploring
case” air. With an alarm threshold of 1 ppbv and a challeng&vays by which the CWA detection performance may be im-
of 2-ppbv DIMP, the distribution reveals that 11.3% of the proved or for testing the limits of the instrument usability in
sensor readings will falsely indicate that DIMP is notthe case of extreme situations. The model has three input
present. paramenters: air composition, instrument precision, and laser
spectral coverage. The effects of improving the precision of
the photoacoustic detection and varying the total volatile or-
By evaluating the PFN at a range of alarm thresholdsganic compound interference load were studied. We have not
the PFP curve from Fig. 6 can be color coded to reflect PFBtudied the effects of varying the spectral coverage because
and PFN simultaneously, as shown in Fig. 8. Combined disthe tuning range afforded by a G@aser is fixed.

D. Sensitivity, PFP, and PFN

1 1 1
<=—Pertinent Region— Detection of 2 ppb DIMP challenge:
120 Calculating PFN at an alarm threshold of 1.0 ppb:| [
PFN(g ppp=0% LW PFN(1 0 ppb) = Axf(A+A)=0.113
100 T\Lw qu e d
2
o PFN(1 0 pppy=11 43%|
2 80 1,
§ FIG. 7. Simulated sensor response to 2-ppb DIMP in
2 contaminated air. The PFN obtained by analyzing the
5 60 number of sensor readings that are below a particular
g alarm threshold even though DIMP is present at higher
E concentrations.
Z 40 L
PFN(y 15 pp0=99.5%]
20+ T L
0 m"mg:% o
T T = o ——. [
0 1 2 3 4 5 6

Sensor Reading [ppb]
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14% H,0, 550 ppm CO, | 2 P » &% 130, 950 pp 2>

87 laser lines, 0.2% instrument precision|
4l @ TVOC =23.7 mgim’
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iy
- Q.
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-% || ® 0.002% instrument precision - g ® TVOC=11.9 mg/m
z S 0.1 3
; | I AR S e 2 019 o TVOC = 2.37 mg/m
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S - |
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Probability of False Positives
FIG. 9. (Color) Simulated ROC curves illustrating improvement in the PFP

of L-PAS detection with improving the precision of the sensor. FIG. 10. (Colon Simulations demonstrating the impact of reducing con-
tamination on the performance of the sensor. Typical indoor air has a total

A. Improving operational noise characteristic VOC (TVOC) density of<0.5 mg/n?

of the photoacoustic sensor

As can be deduced from the earlier discussion, a limitalengths to fill in the gaps between the fixed natural frequen-
tion to the sensitivity for a desired PFN and PFP comes fronfies of the'3CO, laser should help. We have explored this
the “noise” from the photoacoustic sensor. As describedmprovement through interspersing thHé&CO, laser wave-
above, the limiting factor for the field-deployed L-PAS sen-lengths with notional additional wavelengths to increase the
sor was its precision, which is the result of the instrument'sdensity by factors of 2 and 5, i.e., reducing the spacings
10-bit digitizer (9 bits plus sigh The 9-digitization bits give between the available sampling wavelengths by factors of 2
a maximum resolution of 1:512, or approximately 0.002and 5, respectively. The simulation carried out to demon-
times the maximum signal for a precisi@+0.2. By using  strate the improvement is shown in Fig. 11. Here, we have
a 16-hit digitizer (15 bits plus sigh we can improve the analyzed a slightly different case than that analyzed earlier in
resolution to 1:32 768, yieldingg=0.00%6. With this im-  the paper. We use a TVOC loading of 4.35 md/and 44 of
provement, the noise due to limited precision is still largerthe *CO, laser lines as the reference case. The two addi-
than the floor noise, but only by a factor of 10. The improve-tional curves in the figure show the detection threshold ver-
ment in the overall system performance that can be obtainesus PFRand PFN using the color-coding scheme described
by reducing the total noise is shown in Fig. 9, which plotsin connection with Fig. 8for 88 and 220 sampling wave-
the results for different values of precision. For example, arlengths covering the same spectral region as the 44 wave-
improvement of a factor of 60 in precisicigoing from a length case, but with increased density of lines as described
10-bit digitizer to a 16-bit digitizerwill improve the detec- above. The improvement in the performance is remarkable

tion sensitivity by about the same factor, i.e., 60. and points to the need for the use of perhaps a continuously
tunable lasefin place of the discretely tunabI‘JéCO2 laser

B. Reducing the total level of volatile organic described in this simulatigrfor creating the CWA and TIC

compound interference sensor with improved performance.

Figure 10 shows the results of simulations for the worst-

case contaminated air, with a total VQTVOC) density of 0 —

23.7_ mg/rﬁ, and for air samples yvlth_>2 and 10X less con- ]

tamination. As the total contamination decreases, the sen g——

sor’s selectivity improves. For the worst-case contamination, g 14 ——— y

a PFP of X 10°® can be achieved for a detection threshold 2 | d

of 4.15 ppb. Reducing the contamination by a factor of % /
10-2.37 mg/rh lowers that threshold to 0.74 ppb. E 2 //
c
i . . '% // Detection of CWA in worst-case air:
C. Increasing the density of sampling wavelengths % 1l [sand 4% H,0, 550 ppm CO,, TVOC = 4.35 mg/m*
a3 Fixed measurement time: 60 seconds P

The simulation reported here has been carried out using
available laser wavelengths from3CO, laser that provides Y ewithcaenge ot ppp o
discrete tuning of laser wavelengths, which are separated b' 4 ] : : ; ] :
approximately 1-2 cit. Since the performance of such an ~ 10® 107 10° 10® 10 10° 10" 10"
optical sensor depends on the quality of shape informatior: e

about the total optical absorption presented _b_y the gagiG. 11. (Colon Performance improvement of the L-PAS sensor by increas-
sample, it stands to reason that sampling at additional waveng the density of sampling wavelengths.

1 100
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VI. CONCLUSIONS model and optimizing the CWA sensor performance the un-

The problem of sensitively detecting CWAs and TICs in certainty does not play a major role. Therefore, in our current
vMork leading to experimental validation of the simulation

the presence of a realistic array of interferences has bee del th twal ab i fficients of th
analyzed by illustrative use of a L-PAS system. An analyticalmo €l, we measure the actual absorption coetlicients of the

model for the optical detection of CWAs and TICs has beenvarious constituents of the gas sample individually at the

developed that can be used fab initio calculations of specific CQ laser wavelengths used in the experiment. This
L-PAS to determine optimum designs, and was used t rocedure will provide the “most accurate” absorption coef-
evaluate the sensitivity, PFP, and PFN. Ultimately, the per—'c'entS of the components of the "soup” at the precise, CO

formance of a L-PAS sensor depends on the availability o*aser wavglengths, thus gliminating problems ari_sing from
high-power broadly tunable laser sources, high precision inghe experimental uncertainty in the spectra obtained from

strumentation, and quantitative spectral libraries. oth?_r Sour(.:lffr'] Tht;se me;_suzﬁd vgluelst_of the a(\jbslczrptlon %ross
This L-PAS performancésensitivity and PFPcan be ~ S€cons Wit then be-used in the simuration modet to provide

improved substantially through systematic optimization thaf better comparison with future experiments.
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